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1. Answer any three from the following : 5x3=15

(a) Prove that a ring R is a commutative
ring with unity if and only if the
corresponding polynomial ring R[x] is
commutative with unity.

(b) If F is a field, then prove that the
polynomial ring F[x] is not a field.
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(c)

(d)

2. Answer any three of the following :

(@)

(b)

()
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(2)

Write about irreducibility of a
polynomial. Test the irreducibility of the
following polynomials : 1+2+2=5

(i) f(x)=3x°> +15x* —20x2 +10x +20,
over Q

() f(x)=21x3 -3x? +2x+9, over Z,

Define principal ideal domain and prove

that in a principal ideal domain, an

element is an irreducible iff it is prime.
1+4=5

5x3=15

Define unique factorization domain
(UFD) and prove that every field is
unique factorization domain. 1+4=5

Prove that the ring of Gaussian integer
Zlil={a+ibla,be Z} is Euclidian
domain.

Let f(x) =a, x" +a,_;x" 1 +-+aqy € Z[x].
If there is a prime such that pja,,
pla,_y, -+, plag and pzjao, then prove
that f(x) is irreducible over Q.

( Continued )

(@)

3. Answer any three of the following :

(@)

(b)

(©
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(3)

Prove that every Euclidian domain is a
principal ideal domain.

6x3=18

Let V be a finite dimensional vector
space over the field F. If o is any vector
in V, the function L, of V" defined by

Ly(f) = flo), ¥V f € V", then prove that L,
is a linear functional and the mapping
o — L, is an isomorphism of V onto V**.

Determine the eigenvalues and the
corresponding eigenspaces for the
matrix ;

A=

(=) (el

00
1t
) |

Show that similar matrices have the
same minimal polynomial. Also, find the
minimal polynomial for the real matrix

5 -6 -6
I
3 =6; 4
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(d] Let V be a finite dimensional vector

4. (o)
(b)
P23/762

space over the field F and W be a
subspace of V. Then prove that

dim W +dim W°=dim V'

Let T:R?2 - R? be a linear operator
defined by

T %l T 2 -5|f=x
yl |1 2]y
Then find all the T-invariant subspace of
R?(R).

Let T be a linear operator on R® which is
represented in the standard basis by
the matrix :

=gt Tg
Zgta g
-16 8 7

Prove that T is diagonalizable.

( Continued )
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(b)

(c)
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(S)

Or

If T'is a linear operator on a vector space
V and W is any subspace of V, then
prove that T(W) is a subspace of V. Also
show that W is invariant under T iff

w)c w.

If V is inner product space, then for any
vectors o, Be V and any scalar ¢, prove
that—

(i) |le]|> 0 for o #0
(@) |lcal|=lc]| [|of]
(@) | 1B) [<[lec |l 1Bl

Apply Gram-Schmidt process to the
vectors B; =(L0, 1), B =@ 0, -1),
B3 =(0, 3, 4) to obtain an orthonormal
basis for V5(R) with the standard inner
product.

Let W be any subspace of a finite
dimensional inner product space V and
let E be the orthogonal projection of V
on W. Prove that V =W + WJ', where Wt
is the null space of E.

5
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(7))

(6)
(iii) Let S={o;, &y, -, 0y} be an
i orthogonal set of non-zero vectors
If B={ay oy, -, a,} is any finite in an inner product space V. If a
orthonormal set in an inner product vector B in V is in the linear span of
space V and if B is any vector in V, then S, then show that
prove that
v B o)
L 2 2 B=Y > Ok
2| B )" <] Ig] =1 lowkll
i=1
. %ok ok

6. (a) Define orthogonal set. If o. and B are
orthogonal unit vectors, then write the
distance between them. 1+1=2

(b) Answer any two of the following : 4x2=8

(i) Let T be a linear operator on R2
~ defined by T(xy =(x+2y x-1.
Find the adjoint T*, if the inner
product is standard one.

() Let V be a finite dimensional inner
product space and let
B ={o,, 0y, ---,0,} be an ordered
orthonormal basis for V. Let T be
a linear operator on V. Let
A =la;],x, be the matrix of T with
respect to ordered basis B, then
prove that a; = (Tocj, a;).
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